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A
s devices are being designed on
ever diminishing length scales, it is
increasingly important to under-

stand how fundamental electronic pro-

cesses occur on the nanoscale in materials

such as single-walled carbon nanotubes

(SWNTs), nanocrystalline quantum dots,

and molecular aggregates formed by self-

assembled chromophores. Some materials

can be scaled down in size and behave in a

similar fashion to well-understood bulk ana-

logues. For example, certain semiconduc-

tor nanowires have been shown to be effec-

tive for charge transport.1 Contrarily, it is

commonly found that spectroscopy of

nanoscale systems differs significantly from

that of bulk materials. Indeed, photoexcita-

tion of nanoscale materials produces fasci-

nating examples of excited electronic states

at the junction of free carriers and molecu-

lar excitations.2 Applications of relevance

include displays,3 solar cells,4 detectors,5 la-

sers,6 electro-optical components,7 and

sensors.8 It is challenging to understand

these fundamental photoprocesses and to

compare the wide range of materials that

are currently of interest owing to the differ-

ent limiting cases of theory that are ap-

plied to these systems (e.g., Frenkel versus

Wannier�Mott limits). The goal of this pa-

per is to develop an intuitive understanding

of the relationships between optical ab-

sorption, quantum confinement, free car-

rier formation, and exciton binding.

Nanoscale excitons are formed as a re-

sult of interactions among subunits that

make up the structure. Those subunits may

be atoms, such as carbon atoms in a SWNT,

or they can be molecules or molecular sub-

units, as is the case in aggregates, crystals,

and macromolecules. A prototypical nano-
scale exciton is therefore described as a de-
localized excitation, perhaps involving
charge transferOor sharing of electron
densityOamong constituent subunits of
the system. It is further notable that the ex-
tended nature of the electronic states helps
excitation and charges to disperse rapidly
over long length scales. It is therefore not
surprising that nanoscale excitons have
great potential for interfacing optical prop-
erties such as absorption or emission of
light to electrical input or output. Each exci-
ton state is a ladder of levels, or a con-
tinuum (at zero temperature) if one or more
dimensions of the system is infinite in size.
Owing to the large number of subunits in-
volved in excitation sharing, there are a
great many electronic levels in each of these
exciton manifolds. To gain some perspec-
tive on the number of levels, first consider
the basic manifold of excited states that de-
fine the lowest electronic excitations in a
model molecule (say, ethene) of a particu-
lar symmetry. There are three triplets and
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ABSTRACT The characteristics of nanoscale excitonsOthe primary excited states of nanoscale systems like

conjugated polymers, molecular aggregates, carbon nanotubes, and nanocrystalline quantum dotsOare

examined through exploration of model systems. On the basis of a valence bond-type model, an intuition is

developed for understanding and comparing nanoscale systems. In particular, electron– hole interactions are

examined in detail, showing how and why they affect spectroscopy and properties such as binding energy. The

relationship between the bound exciton states and the nanoscale analogue of free carriers (charge-transfer exciton

states) is developed. It is shown why the electron and hole act as independent particles in this manifold of states.

The outlook for the field is discussed on the basis of the picture developed in the paper, with an emphasis on

exciton binding and photodissociation.
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one singlet state. Contrast this with a small nanoscale
system like a 1000 atom SWNT. Here there are 3 million
triplet states and one million singlet states! Similarly,
the number of lowest-energy exciton states can be seen
in the optical spectra of CdSe nanocrystals calculated
by Wang and Zunger.9 The challenge is to discover the
essential features of such complex problems. A useful
conceptual starting point is to compare the absorption
spectrum of a nanoscale material to the high-energy
(5–20 eV range) absorption region of a molecule, such
as benzene. A series of absorption bands between
bound states lie among and on top of Rydberg series
and ionization continua.10 A key observation is the vast
increase in density of states at excitation energies
higher than the lowest absorption features.11 It will be
discussed below how this small-molecule system is not
so different in some ways than a large nanoscale
system.

A core theme in the electronic structure of excitons
is the relationship between electrons and holes in the
excited-state wave functions. To understand key prop-
erties of nanoscale excitons such as relaxation, binding
energy, and photodissociation, it is desirable (i) to delin-
eate states where electrons and holes are bound ver-
sus those where they act as free carriers; (ii) to charac-
terize the average electron– hole pair separation in the
exciton wave functions; and (iii) to quantify the number
of states, and their energy distribution, in an exciton
band. In the present paper, a simple model is formu-
lated whereby the exciton states are constructed explic-
itly from linear combinations of configurations denot-
ing the various ways one can arrange an electron and
a hole on the subunits that make up the structure. On
the basis of this valence bond-type model, the connec-
tion between optical absorption and charge transfer
becomes apparent. For example, an important prop-
erty of nanoscale excitons is that intense optical absorp-
tion occurs to a small set of “bound” states. It will be
shown how those bound states relate to states com-
prised of separated charges. This model is inspired by
early theories for electronic excitations in organic crys-
tals12 and descriptions of excimers, simple complexes
formed between two molecules in the excited
state.13,14 Recent work on organic polymers and films
provides some contemporary context for the
model.15–23

Electronic spectroscopy enables us to probe selec-
tively the “bound” states found at the low-energy end
of the exciton manifold. A lot of information can be ex-
tracted from spectroscopic studies of these states, in-
cluding the size of the exciton, via singlet–triplet split-
ting,2 superradiant emission rates,24 or pump–probe
spectroscopy.25,26 On the other hand, elucidation of the
properties of separated electrons and holes poses a
considerable challenge. For instance, a great deal of
controversy surrounds the mechanism and details of
photoinduced charge separation and the related issue

of the magnitude of the exciton binding energy in ex-
tended, low-dielectric, nanoscale systems like conju-
gated polymers and SWNTs.27–38 An intuition for these
properties of nanoscale excitons would aid the discov-
ery of connections between structure and properties
through the design and examination of a range of
model systems.

Introduction to Nanoscale Excitons. Excitons are typically
discussed in two limiting cases.39 In the first limiting
case, it is assumed that the electronic interaction be-
tween the subunits is large and is dominated by one-
electron terms that are proportional to wave function
overlap. Then molecular orbitals that are delocalized
over the entire system are a good starting point for de-
scribing electronic states.40 Photoexcitation introduces
an electron into the conduction orbitals, leaving a
“hole” in the valence orbitals. The essentially free mo-
tion of the resulting electron and hole leads to forma-
tion of a Wannier�Mott type of exciton, characterized
by a weak mutual attraction of the electron and hole
which are, on average, separated by several
subunits.41,42 The strength of the electron– hole attrac-
tion determines the “binding” of the lower energy, op-
tically allowed states compared to the dense manifold
of charge-transfer (CT) exciton states, as will be shown
in a later section of this paper. In a common assump-
tion, the electron and hole move under their mutual at-
traction in a dielectric continuum, and then the exci-
ton energy levels are found as a series analogous to the
Rydberg series. Such a model cannot capture details of
bonding and structure. This first limit naturally con-
verges to the free carrier limit, where the electron–
hole attraction is negligible compared to thermal ener-
gies. Photoexcitation of a nanoscale exciton in such a
limit efficiently produces charge carriers, which is how
a typical semiconductor solar cell works.43

In the second limiting case, electronic excitation is
delocalized over the subunits (usually molecules), but
the electron and hole are together localized on indi-
vidual subunits.44 That situation arises when the sub-
units are separated from each other by �5 Å or more,
in which case sharing of electron density among sub-
units is negligibly small in magnitude.45 In other words,
the orbital overlap between molecules is small, owing
to the exponential decay of wave function tails.46 In
terms of the theoretical model discussed in the Meth-
ods section, the transfer integrals (that move electrons
and holes between subunits) are sufficiently small that
they can be neglected. The starting point for describing
Frenkel exciton states is the properties of individual
subunits or molecules. Electronic coupling between
the moleculesOin this case long-range Coulomb
integralsOdelocalizes the excitation, but that often oc-
curs in competition with localization due to
exciton�vibration coupling or disorder.2,47–51 Photoex-
citation of Frenkel exciton states does not naturally
lead to charge carrier formation.
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As a more general conceptual introduction to exci-
tons confined to nanoscale systems, let us first recall
the electronic excited states of molecules. There are two
kinds of electronic transitions found in the energy range
of 10 000�100 000 cm�1: those involving the promo-
tion of a valence electron to a “normal” antibonding or-
bital, and those series of excitations to Rydberg orbit-
als found below the ionization threshold for the orbital
in question. This background is summarized in Figure 1.
The Rydberg orbitals are highly diffuse compared to
“normal” virtual orbitals and tend to be located at a
strikingly large distance from the atomic centers of the
molecule. A characteristic of these electronic transi-
tions, therefore, is that the excited electron is trans-
ferred away from the original valence orbital (or the
hole). As an example, a Rydberg series in the benzene
spectrum52 highlights the substantial energetic cost of
separating the electron and hole. For example, in the
3e2g ¡ npe1u series, the energy required to go from n
� 3 to n � 4 is reported to be over 1 eV.

To a first approximation, excitons in nanoscale mate-
rials can be considered also as being characterized by
two kinds of excitations, as shown in Figure 1b. Locally
excited configurations are formed by valence-to-virtual
orbital excitation for any subunit in the system (i.e., the
electron and hole remain associated with the same sub-
unit). Charge-transfer configurations are akin to the Ry-
dberg excitations such that the electron is excited from
one subunit to another with an associated energetic
penalty. Continuing the analogy to a Rydberg series,
there are a series of these configurations, depending
on the electron– hole separation, that converge to the
ionization threshold of an exciton in an infinitely large
system, whereby free carriers are formed. But notice the
use of configurations rather than states. That is because
these configurations mix by electronic coupling to form
the exciton states, and this is a key feature of exciton
states that has considerable bearing on the topics un-
der investigation in the present work. For example, mix-
ing of the levels in the Rydberg-type series of charge-
transfer configurations leads to a substantial lowering
of the threshold for free carrier formation (i.e., it does
not then correspond to the ionization threshold at the
convergence of the series).

Figure 1c shows a schematic picture of the elec-
tronic levels of a nanoscale system that results after
mixing of the configurations introduced above. Each
exciton band can be considered to be roughly divided
into two parts. The lower ladder of states are the bound
excitons, those wave functions where the electron and
hole are close enough that their mutual attraction low-
ers the energy of the state relative to the dense band of
charge-transfer exciton (CTX) states at higher energies.
The vast majority of the exciton density of states can be
attributed to the CTX states (n2 � n of the total of n2

states, where n is the number of subunits). The CTX
states are formed by strong mixing between configura-

tions composed of widely separated electrons and

holes. As will be explained later in this paper, a series

of discrete states like the Rydberg series is not found be-

cause the electronic coupling between charge-transfer

configurations outweighs their energetic separations. It

will also be explained that, as a consequence, these

CTX states have the properties of free carriers in the

Figure 1. (a) There are two kinds of electronic excitations in molecules.
The first type are those where valence electrons are excited to bound
antibonding orbitals, where the excited electron is confined close to
the hole (as in the representative orbital that is plotted). The second
kind of excitation takes the electron away from the valence hole into
one of a series of Rydberg orbitals (see representative orbital). This se-
ries converges to the ionization energy for the valence orbital. There
is a substantial energetic cost associated with separating the electron
and hole. (b) An analogy may be drawn with nanoscale excitons.
Bound exciton states derive predominantly from excitation localized
on or near constituent subunits of the material, whereas the nanoscale
free carriers (charge transfer exciton, or CTX, states) involve excita-
tion from one subunit to another, relatively distant, subunit. (c) A char-
acteristic of exciton states is that, unlike the Rydberg states of mol-
ecules, the progression of sharp CT levels shown in part (b) is not seen.
That is because the closely spaced levels are mixed by the transfer in-
tegrals that promote hopping of electrons and holes from one sub-
unit to another. The resulting density of states is plotted, showing the
ladder of lower levels, the bound exciton states that are associated
with light absorption and emission, and the dense manifold of upper
levels called the CTX states, wherein the electron and hole behave as
independent particles.
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bulkOthe electron and hole act
independentlyObecause the electron– hole attraction
is much smaller than the transfer integrals that promote
hopping of electrons and holes from one subunit to
another.

Connections between Excitation and Charge Transfer. To un-
derstand the interplay between optical absorption and
charge separation and to understand better the exciton
binding energy, it is desirable to have a model that in-
terpolates from the Frenkel limit, thus capturing the es-
sential features of optical absorption, to the
Wannier�Mott limit, in order to account for electron–
hole separation. A similar concept has been recognized
in the field of molecular crystals.53 In the approach
adopted here, an entire set of locally excited (LE) and
charge-transfer (CT) basis configurations are considered
in the context of a localized basis.12 Such a method
originates from valence bond theory,54–57 and although
it is a challenging method for large systems because of
the number of structures needing to be considered and
the nonorthogonality problem, it seems to be particu-
larly useful for treating on equal footing high- and low-
dielectric-constant nanoscale systems and has great
pedagogical value.

The LE and CT configurations for a model linear ag-
gregate are enumerated in Figure 2. This formulation
of the system is easily associated with molecular aggre-

gates: any system where the subunits retain a distinct
identity and are not chemically bonded to each other.
Of course, many nanoscale systems of interest are con-
structed by bonding networks (e.g., SWNTs, nanocrys-
tals), and it is not immediately apparent how the con-
figurations of Figure 2 relate to these kinds of problems.
It can be demonstrated that the basic model does hold,
even when the subunits are bonded, as described in
the Appendix and discussed in another context else-
where.58 The results are isomorphic to the formulation
employed here, so the concepts highlighted in the
present article are quite general.

Support for this kind of model, where local excita-
tions mix with more separated electron– hole pair con-
figurations, comes from electroabsorption
measurements.59,60 Analysis of electroabsorption data
can reveal the interplay in the absorption spectrum of
LE and CT configurations, particularly when they are
weakly mixed, and thus is perhaps the most direct
probe of the exciton manifold. Exciton states contain-
ing significant weights of CT configurations are known
as charge-transfer excitons (CTXs). They play an impor-
tant intermediate function in photoconduction or pho-
togeneration of charge carriers23,61–63 and a more
subtle role in modifying the lower-energy absorption
features of molecular crystals.64 In nanoscale systems,
there are often no true free carrier statesOdepending
on the physical size of the system compared to the elec-
tron and hole Bohr radiiOso CTXs can be the domi-
nant excited electronic states. The CTXs carry negli-
gible oscillator strength, vide infra, and form a dense
manifold of states lying higher in energy than the
bound exciton states. The significance of CTXs in nanos-
cale systems can be adjudged by their quantity: for n
subunits in the system, there are n essentially neutral
exciton states, but there are a stunning (n2 � n) CTX
states.

Definition and Implications of Electron�Hole Attraction. The
energy of the CT configurations is controlled relative
to the LE configurations (see Methods) by the electron–
hole separation according to the empirical
expression65,66 (eq 1),

Cij )
C0

εstatic√1 + ηRij
2

(1)

where �static is the static (zero-frequency) dielectric con-
stant of the medium. This empirical equation is often
used in semiemprical calculations, where the value of
� is chosen to ensure the best agreement between the
calculations and experiment. There is no rigorous justi-
fication for this equation. The main features of eq 1 are
that it ensures that the integral (aa|bb) converges to
(aa|aa) when Rij � 0, and otherwise decreases with the
inverse of Rij, as expected for a Coulombic interaction
between point charges.

Figure 2. (a) The n subunits of a model nanoscale system ar-
ranged in a linear chain. (b) Locally excited configurations
shown in terms of the highest occupied orbitals (ai) and low-
est unoccupied orbitals (ai=) of each subunit. (c) The analo-
gous charge-transfer configurations. (d) The delocalized rep-
resentation for orbitals of the model system showing the
definition of the band gap. (e) Dimensionality increases the
number of nearest-neighbor interactions. Two configura-
tions of subunits for a two-dimensional system are shown,
indicating the number of nearest-neighbor electron or hole
acceptors for the central unit.
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For the model calculations reported here, � � 0.6 is
used, which is typical of values chosen for organic ma-
terials. To illustrate the role played by Cij in determining
the zeroth-order energies of the various electron– hole
configurations, the transfer integrals are set equal to
zero and the eigenstates are calculated for a model sys-
tem consisting of 20 subunits spaced by 3 Å. The re-
sult for C0/�static � 0.5 eV is shown in Figure 3a. By plot-
ting the relative energy of each eigenstate versus
average electron– hole pair separation Re-h in the corre-
sponding wave function (eq 9, below), it can be seen
that as Re-h increases, the energy approaches that of the
free (non-interacting) electron– hole pair (the zeroth-
order gap). The energy lowering of the upper zeroth-
order CT configurations compared to the free electron
and hole, indicated by (ii) in Figure 3a, is caused by the
finite size of the system. Note also that the spacing be-
tween consecutive eigenstates diminishes as Re-h in-
creases. These trends are determined by the lattice
spacing between subunits, the magnitude of C0, and
the static dielectric constant of the medium. For com-
parison, Cij(R) is plotted as the dashed line, and the en-
ergy difference between the lowest- and next-lowest-
energy states is indicated as (i) in Figure 3a.

When C0 is large (e.g., often it is chosen to be 1.0
eV or higher for organic materials) and the static dielec-
tric constant �static is small, it is seen that there can be
a substantial energetic difference between closely asso-
ciated and well-separated electron– hole configura-
tions. As noted in the Methods section, only those con-
figurations that contain very closely associated
electron– hole pairs contribute to the transition dipole

of each eigenstate,67 which explains why electronic ab-

sorption occurs only to a comparatively small number

of exciton states that lie significantly lower in energy

than the dense manifold of CTX states.59,68

In Figure 3b�d, plots are shown for average trans-

fer integrals of 28, 56, and 112 meV, respectively. The

transfer integrals strongly mix quasi-degenerate con-

figurations (those spaced by a magnitude similar to the

value of the transfer integral) to form a band of delocal-

ized CTX states split above and below the zeroth-order

gap (indicated by the topmost (brown) marker in each

plot) by approximately 4 times the magnitude of the

transfer integral.69 That delocalization is signaled in the

plots by these states all having approximately the same

Re-h according to eq 9. Thus, the transfer integrals,

which promote electron and hole hopping between

subunits, act to overwhelm the electron– hole attrac-

tion Cij in the band of CTX states, meaning that the elec-

tron and hole act as independent particles. Although

the electron and hole are confined in the nanoscale sys-

tem, they are “unbound”, like free carriers in the bulk.

It therefore makes sense that the band gap of the exci-

ton, indicated by the middle (red) marker, lies at the

bottom of this distinct band of CTX states. It was deter-

mined in each case as the lowest-energy eigenstate cal-

culated with Cij � 0. The band gap is dictated by the

magnitude of the transfer integrals in conjunction with

the form of the electron– hole attraction and lattice

spacing. It is equivalent to the energy spacing between

the highest occupied valence orbital and lowest-energy

conduction orbital (Figure 2d).

Figure 3. Eigenvalues calculated for a model system consisting of 20 subunits spaced by 3 Å. In each calculation, C0/�static

� 0.5 eV. The relative energy of each eigenstate is plotted versus average electron– hole pair separation Re-h in the corre-
sponding wave function. (a) The transfer integrals are set to zero so the configurations do not mix. It can be seen that as Re-h

increases, the energy approaches that of the free (non-interacting) electron– hole pair (the zeroth-order gap). Panels (b),
(c), and (d) show how model (a) changes when electrons are allowed to hop between sites (via the transfer integrals). Re-
sults of calculations using average transfer integrals of 28, 56, and 112 meV, respectively, are plotted. The transfer integrals
strongly mix quasi-degenerate configurations to form a dense band of delocalized CTX states split above and below the
zeroth-order gap (brown markers located at zero energy). The lowest-energy (blue) marker shows the energy of the lowest
exciton state. The red marker shows the onset of the nanoscale free carrier states calculated by setting Cij � 0 (i.e., the band
gap). The energy difference between the red and blue markers defines the exciton binding energy.
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The bound exciton states are those formed by con-
figurations with zeroth-order energy gaps that are de-
termined by the lowest-energy part of the Cij potential;
therefore, they consist of closely associated electrons
and holes. Bands of states are formed through mixing
of similar kinds of configurations by the transfer inte-
grals. For example, the lowest two bands are indicated
in Figure 3b at � �0.5 and �0.2 eV, little perturbed
from the parent configurations shown in Figure 3a. The
binding energy of the exciton at fixed nuclear configu-
ration and zero temperature is indicated in Figure 3b�d
as the energy difference from the band gap to the
lowest-energy exciton state. The three “gaps” indi-
cated in this figure are summarized as follows: (i) the
zeroth-order gap, that is, the difference between ioniza-
tion energy and electron affinity of a single subunit in
the system; (ii) the band gap, which is the threshold for
nanoscale free carrier generation; and (iii) the optical
gap, which is the lowest-energy absorption threshold,
populating a bound exciton state.

Size dependences of the exciton binding energies
are expected and have been reported for various
nanoscale systems, for example, quantum dots and
SWNTs.70,71 The binding energy at the level of calcula-
tion developed in this section depends on the magni-
tude of the transfer integrals and the form of Cij. It also
depends on the size of the nanoscale system via the size
scaling of Cij. That size scaling can easily be under-
stood in the delocalized (molecular orbital) representa-
tion as the reduction in electron– hole attraction with
delocalization of their wave functions (the average
charge– charge separation diminishes as charge distri-
bution becomes more diffuse). In the localized repre-
sentation, this is understood as a diminished magnitude
of the most attractive electron– hole configurations as
those wave functions are mixed with greater numbers
of more-separated electron– hole configurations, hence
reducing their weight in the lowest-energy states. That
dilution of the configuration weights can be significant
when transfer integrals are appropriately large because,
out of the total n2 configurations, merely n configura-
tions are the locally excited configurations and (n � 1)
are nearest-neighbor CT configurations, which together
represent the lowest-energy configurations. Similarly,
dimensionality plays an important role by increasing
the number of nearest-neighbor transfer integrals at
each site (Figure 2e). For example, in a close-packed
sphere structure, each unit has two nearest neighbors
in a 1D system, six nearest neighbors in a 2D system,
and 12 nearest neighbors in a 3D system.

At this point, the reader may be wondering if the ex-
citon should always be bound (at 0 K). This kind of ques-
tion can really only be addressed using sophisticated
calculations for each specific case, but evidence at
present suggests that the lowest states are typically
bound. There are two related examples that serve to
strengthen this observation. First, in molecules, bound

states are known to lie below the Rydberg states. Sec-
ond, in valence bond studies, it is typical that the more
extended ionic configurations are found to contribute
with small weight to the wave functions of the lowest
electronic states (see, e.g., refs 72 and 73). In other
words, in many molecular systems, the energetic cost
of separating the electron and hole is significant com-
pared to the transfer integrals. As a consequence, the
lowest electronic states are bound. As an example, the
conclusions described here can be tested for a strongly
coupled molecular aggregate using the integrals ob-
tained from ab initio calculations.74

Coulomb and Exchange Effects. In this section, Coulomb
and exchange interactions, as defined in our localized
representation, will be examined. In the usual delocal-
ized representation, these effects are captured collec-
tively as the exchange interaction that decides singlet–
triplet splitting. In effective mass approximations, the
exchange interaction is typically added perturbatively
and then has short-range and long-range contribu-
tions75 (similar to our J0 and VCoul). In the localized rep-
resentation, the exchange interaction is primarily due
to the term J0 from eq 5a (below), which is the singlet–
triplet splitting of subunit i in isolation. However, it is
corrected by addition of the Coulombic interactions,
VCoul, that determines the way that singlet–triplet split-
ting depends on size, dimensionality, and perhaps even
shape in appropriately designed systems.

Exchange effects are considered to be a small cor-
rection to the theory of excitons in high-dielectric-
constant solid-state materials. However, because their
magnitudes are dependent on the size of the nanoscale
system,2 their significance in QDs has been exam-
ined,70 and it has been established that these effects
are important for determining the fine structure of the
lowest-energy states.76,77 On the other hand, these
kinds of interactions completely determine the Frenkel-
type exciton states of most molecular materials.47 Evi-
dence suggests that Coulombic and exchange interac-
tions are together typically significant in deciding the
spectroscopic properties of nanoscale materials,2 and
especially the spectroscopy of the lowest-energy states,
so a careful examination is warranted. Furthermore,
these effects play an important role in deciding singlet
versus triplet exciton yields in organic light-emitting
devices.15,78

As reviewed recently, the singlet–triplet splitting is
distinctly size-dependent for nanoscale materials.2 The
advantage of such a subtractive method in spectro-
scopic studies of excitons is that the band gap, which
depends on one-electron energies, is subtracted away,
leaving two-electron contributions to the excitation en-
ergies that can often be most illuminating. As an ex-
ample, the size dependence of the excitation energy
for the first excited singlet state of a series of
polyacenes79–81 is plotted in Figure 4. The systematic
lowering of the excitation energy as a function of the
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number of rings in the linear polyacene series (square

symbols) is evident, as expected.79,82 However, consider

the points plotted as triangular symbols. It is not merely

the number of aromatic ringsOor sizeOthat deter-

mines the excitation energy, but clearly it matters pre-

cisely how the rings are organized. On the molecular

length scale, structure has a significant influence on ex-

citation energies through the orbital energies (band

gap). Now consider the energy splitting between the

first excited singlet and triplet states of the polyacene

molecules, also plotted in Figure 4 (open symbols). It is

apparent that shape is inconsequential, and only the to-

tal number of repeat units tunes that splitting, thus pro-

viding a signature of exciton size in molecules through

the size-scaling of singlet–triplet splitting, which is evi-

dently weakly dependent on shape for these molecules.

One way to think about the size dependence of the

exchange interaction is that the repulsion between the

transition densities, describing excitation from delocal-

ized valence orbital v to delocalized conduction orbital

c, diminishes concomitant with the increasing average

size of the transition charge distribution because of an

increasing average separation between charges. That is

the same idea as discussed above for the electron–

hole attraction. However, it is also found that size de-

pendence is derived from a correction to J0 by the long-

range Coulombic interaction, VCoul, that originates from

the matrix elements between different LE configura-

tions.83 This seems to be a satisfactory way of thinking

about the scaling of the exchange interaction with size,

and therefore properties like singlet–triplet splitting,

because it allows a clear understanding of why long-

range interactions are important in moderating the

size-scaling.

The energy difference between the lowest singlet

and lowest triplet eigenstates results from the ratio of

the number of interactions possible to the square of the

normalization factor. For a linear aggregate consisting

of n units,

ES-T ≈ 2J0 -
2(n - 1)J1

n
-

2(n - 2)J2

n
... (2)

where J1 is the Coulombic coupling between nearest-

neighbor units, J2 is the Coulombic coupling between

next-nearest-neighbor units, and so on. Analogously,

the result can be generalized to higher dimensions. If

eq 2 is truncated at the nearest-neighbor Coulombic

term, and we assume that J1 is similar in magnitude to

J0 (a reasonable assumption only if the subunits are very

close together), then the singlet–triplet splitting is ES-T

� 2J0/n, scaling as 1/n, as predicted from a particles-in-

a-box model as well as more detailed models such as

in the work of Bittner and Karabunarliev.15 Notice that

this is independent of the mixing between the LE and

CT configurations and therefore applies also to Frenkel

excitons. Owing to the weak attenuation of VCoul with

distance (roughly 1/R3), the size-scaling of the singlet–

triplet splitting is actually substantially less severe than

predicted by simple models.2 Through inspection of eq

2, it is deduced that this amelioration of the size-scaling

of the singlet–triplet splitting is due largely to the terms

J2, J3, and so on.

In Figure 5a�c, the effect is shown of introducing

the Coulombic interaction to the model calculations

plotted in Figure 3b. The additional contribution to the

exciton binding energy is indicated, and it is seen to de-

pend on the magnitude of the Coulomb interaction.

The sign of VCoul can change the energy distribution of

the lower manifold of states, but most importantly it de-

cides whether the allowed absorption is to the lower

or upper state in the exciton manifold (J- or

H-aggregate). That is shown in Figure 5d,e, where ab-

sorption spectra and density of states are plotted. These

spectra are calculated on the basis of the parameters

of Figure 5, panels c and b, respectively. In the case of

Figure 5d, optical absorption occurs into the lowest

bound exciton state, and the onset of the density of

CTX states is evident at around 1.4 eV. For the case of

Figure 5e, absorption occurs to the upper bound exci-

ton states, meaning that excitation will relax to the dark

states at lower energy. This kind of nanoscale system

is in principle non-fluorescent, but in practice fluores-

cence is usually observed.37,38,84–88 The ways that the

Coulombic interaction governs the distribution of al-

lowed optical transitions based on organization of the

subunits can provide clues to the structure.89 This idea

has not been exploited extensively in studies of nanos-

cale systems but may be rather useful for elucidating

structural hierarchies of assemblies.

Figure 4. Filled symbols indicate the lowest-energy singlet
state transition energy for each polyacene system. The
squares denote linear polyacenes (benzene, naphthalene,
anthracene, tetracene, and pentacene), while the triangles
correspond to other ways of connecting the aromatic rings
(phenanthrene, chrysene, 1,2-benzanthracene, and ben-
z[g]chrysene). A clear correspondence between size and
transition energy is found only for the homologous linear
polyacene series. In contrast, singlet–triplet splitting (open
symbols) probes the size of the excitation and evidently de-
pends only on the number of aromatic rings, not on their
precise spatial configuration.
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The Frenkel limit is obtained when C0 is signifi-

cantly greater in magnitude than the transfer integrals.

Hence, it is typical when the subunits are well-separated

and the dielectric screening is small. In that limit, the
CT configurations can be neglected since they mix neg-
ligibly with the LE configurations and their eigenstates
lie at considerably higher energies.

As a final point, it is noted that the Coulombic inter-
action is screened (reduced in magnitude) by the opti-
cal dielectric constant of the medium. A complication is
that the screening depends on shape, size, and separa-
tion of the subunits. On the basis of quantum chemical
calculations, recent work suggests that interactions be-
tween proximate molecular subunits can be essentially
unscreened, and the screening is introduced exponen-
tially with subunit separation.90 Other work predicts
that the effective dielectric constants of quantum dots
may be significantly reduced relative to bulk values.91

Understanding these dielectric effects is an important
topic for future work.

Nanoscale Excitons and Photodissociation. The electron
and hole behave as independent particles in the mani-
fold of CTX states. The condition for independent elec-
tron and hole is that the transfer integral is greater than
the electron– hole attraction for the configurations
that make up the (CTX) eigenstate. Then the propen-
sity for electron or hole to hop is greater than their mu-
tual attraction. By definition, the above condition does
not hold for the bound exciton states, although this
point is sometimes overlooked. It is therefore incor-
rect, for example, to assert that optically bright nano-
crystal states are comprised of unbound electron– hole
pairs. Indeed, the binding energies of excitons in QDs
have been established to be several tens of milli-
electronvolts,70 which is not much less than those of
conjugated polymer chains27 and SWNTs.34

To overcome the binding energy, photodissocia-
tion of an exciton can occur by thermal activation.92 In
the extreme case where sufficiently high dielectric
screening causes the CTX configurations to be within
kT of the LE configurations, photoexcitation leads to
very efficient formation of free carriers, as in bulk inor-
ganic semiconductors. A possible mechanism at work in
low-dielectric materials is coupling of higher-energy
electronic transitions to resonant CTX states derived
from a lower exciton state. That coupling can provide
oscillator strength for the CTX states, enabling
excitation-wavelength-dependent photodissociation.63

A characteristic of some nanoscale materials is ener-
getic disorder. As an example of the implications of this
disorder, the calculations presented in Figure 3 will be
repeated for the situation where this model aggregate
mimics, for example, a lamella domain in a conjugated
polymer film.93,94 In that situation, the model for the
perfect system, such as considered above, is modified
by the introduction of significant disorder in the band
gap of each subunit. That disorder can arise from varia-
tions in the local environment in addition to the pres-
ence of conformational disorder on the polymer chain,
leading to conjugation breaks.95–98 Each subunit in the

Figure 5. (a�c) Model calculations based on those plotted
in Figure 3b, but with the addition of the Coulombic interac-
tion. The electron-transfer integral is 500 cm�1, and the
hole-transfer integral is 400 cm�1 (overlap integrals set to
0.01). The nearest-neighbor and next-nearest-neighbor Cou-
lombic interactions are respectively (a) 300 and 37 cm�1,
(b) 600 and 75 cm�1, and (c) �600 and �75 cm�1. The addi-
tional contribution to the exciton binding energy from the
Coulombic interaction is indicated by the blue arrow. The to-
tal binding energy is given by the sum of the blue and red ar-
rows. (d) Absorption spectrum (solid black band) and den-
sity of states (charcoal line) calculated for the parameters
from part (c), with the excitation energy gap set to 2 eV. The
blue dashed line indicates the zeroth-order gap, while the
red dashed line shows the onset of the CTX “free carrier”
density of states (i.e., the band gap). (e) Absorption spec-
trum (solid black band) and density of states (charcoal line)
calculated for the parameters from part (b).
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calculation then represents a conformational subunit.
The aggregate Hamiltonian is comprised of interchain
interactions within an array of these conformational
subunits. In order to maintain consistency, we use the
same Hamiltonian and parameters as in the previous
section of this paper.

The disorder was introduced into the calculations
by adding an offset �ij to the site energies (eqs 5a and
5b, below), as has been done in the past for Frenkel ex-
citons.47 Here that approach is extended to general ex-
citons; consequently, the notation �ij refers to the con-
figuration where there is a hole at site i and an electron
at site j. Off-diagonal disorder was neglected. Two in-
stances of disorder are identified: disorder in the elec-
tronic excitation energies �ii, and disorder in the ener-
gies of the CT configurations �ij. The �ii are considered
to be smaller on average than �ij owing to the correla-
tion between the fluctuations of electron and hole ener-
gies when they reside on the same subunit. Each off-
set is taken from a Gaussian distribution with standard
deviation �LE or �CT, respectively. Owing to the way
that quantum confinement effects alter the valence and
conduction orbital energies symmetrically about the
mean of the distribution, pairs of CT configurations
should be almost perfectly anticorrelated: �ij � ��ji.
That is assumed in these calculations. The interesting
corollary of that assumption is that disorder breaks the
symmetry of the CT resonance, meaning that individual
eigenstates may have a dipole moment.

In Figure 6, some model calculations are shown. We
see that the effect of disorder is to smear out the bound
exciton states and the CTX states. When disorder is sig-
nificant relative to the transfer integrals, the distinction
between bound exciton states and CTX states is blurred,
thus making the unequivocal definition of binding en-
ergy difficult. It can also be seen that the average elec-
tron– hole separation varies with energy across the CTX
density of states. That derives from localization of the
CT configurations.

SUMMARY AND OUTLOOK
The article examined electronic states of excitons

confined to model nanoscale systems, aiming to give
the reader a sense of how to think about questions such
as: What are the distinguishing features of nanoscale
excitons and their properties? What properties are size-
tunable and why? It was shown that a critical param-
eter in deciding the nature of the exciton states in a
nanoscale system is the distance dependence of the
electron– hole interaction, and the resulting series of
energy states was likened to a Rydberg series. However,
these configurations in the series mix, the result being
a partitioning of the series of states into two manifolds:
the bound excitons and the CTX states (confined free
carriers).

The mixing among the series of configurations is in-
stigated by transfer integrals that promote hopping of

electrons and holes from one site to another (their mag-
nitude is determined largely by center-to-center separa-
tions of the subunits). The relative magnitude of the
transfer integrals compared to spacing between states
in the ladder of CT configurations decides the extent of
mixing. It was found that the closely separated elec-
tron– hole pair configurations dominated the lower-
energy state composition because of the significance
of electron– hole attraction in these configurations, and
these states persisted as a ladder of bound exciton lev-
els after mixing. On the other hand, configurations con-
taining extended electron– hole pairs were found to
be closely spaced in energy and were therefore strongly
mixed by the transfer integrals, thus leading to forma-
tion of a dense manifold of CTX eigenstates.

The lowest-energy set of states, dominantly com-
prised of closely bound electron– hole pair configura-
tions, were clearly distinguished from the abrupt onset
of the vast number of CT states, thus defining the exci-
ton binding energy with astonishing clarity. This picture
led to the definition of free carriers confined to nanos-
cale materials. When the transfer integrals are greater
than the separation between configuration energies,
the electron and hole have a propensity to hop from
one site to another rather than remaining bound by the
electron– hole attraction. Thus, the electron and hole
act as independent particles in the manifold of CTX
states, providing the nanoscale analogue to free
carriers.

Figure 6. Absorption spectra (solid black lines) and densi-
ties of states (dashed lines) calculated using the parameters
of the plot in Figure 5d but with the inclusion of disorder in
the site energies (see text). The red line in the upper plot
shows the average electron– hole separation in the density
of states calculated using eq 9. The calculations were per-
formed using a Monte-Carlo sampling over 2000 iterations.
(a) �LE � 750 cm�1 and �CT � 1500 cm�1. (b) �LE � 250
cm�1 and �CT � 500 cm�1.
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The magnitude of the binding energy is decided by

the screened electron– hole attraction in conjunction

with the transfer integrals. The long-range Coulombic

interaction (known as the exchange interaction in the

molecular orbital representation) further binds the exci-

ton. However, perhaps the most important role of this

term is to distribute oscillator strength among the

lowest-energy states according to structural param-

eters. Its significance is seen in the size-dependence of

the singlet–triplet splitting, which can be traced back to

this interaction. A further important facet of the ex-

change/Coulomb interaction is that it is responsible

for determining the spin eigenstates, thus establishing

the rules for spectroscopy. In the case of quantum dots,

the spin– orbit coupling also plays a significant role in

this regard.

It was shown that there are extraordinary numbers

of exciton states in nanoscale materials, scaling as the

square of the number of subunits. What are the implica-

tions of such a high number of excited states? Owing

to the ladder of dark states rising above the lowest

bright exciton state of SWNTs, the radiative rate de-

pends on the partitioning of population among bright

and dark levels of an exciton manifold, and hence on

the temperature.99 If the exciton binding energy is

small, then thermal excitation can separate electron–

hole pairsOpossibly a desirable situation for solar en-

ergy conversion. Similar considerations apply to molec-

ular aggregates, but with the additional complication

that thermal excitation or relaxation processes occur

concomitant with spatial transfer of bound excitons ow-

ing to the effects of disorder.100 The enormous num-

ber of states in the exciton manifolds also differentiates

the mechanism of relaxation processes in nanoscale

materials, like QDs,101,102 compared to molecules. Di-

mensionality is an important issue and is basically

equivalent to considerations of molecular structure, as

is described by the author elsewhere.

How charge carriers are formed after photoexcita-
tion of conjugated polymers remains an open ques-
tion.30 The present article provides some intuitive in-
sights, but the challenge is that the structure of
conjugated polymer exciton states depends on the ad-
mixture of intrachain and interchain excitons. It has
been established that interchain interactions are impor-
tant for photogeneration of charge-transfer states in
poly(3-hexylthiophene),32 and it is known that the yield
of charge carriers increases as excitation is tuned to
higher energies above the lowest optically allowed
transition.16,31,33 A further complexity is conforma-
tional disorder of the polymer chains. By breaking the
�-system into a distribution of conformational subunits,
it is feasible that a more extensive admixture of LE and
CT configurations might be possible (cf. Figure 6), but as
yet the possible implications of structural complexity
and disorder are unknown.

The key to efficient optical generation of free carriers
is to design a system wherein the CT states lie close to,
or even below, the optical transition (predominantly LE
states).103 That has been achieved by using polymer
blends104 and polymers mixed with electron accep-
tors,105 though understanding better the properties of
nanoscale excitons in such heterogeneous systems is a
challenge for the future. Identifying the electronic states
is just part of the problem, because exciton–phonon cou-
pling plays a central role in determining the dynamics
subsequent to photoexcitation.106

As a final note, the significance of dielectric screen-
ing of the electron– hole attraction and the Coulombic
interactions is well-known, but how to quantify that
screening remains a challenge. It is likely that size and
surface effects reduce the screening in QDs signifi-
cantly, and future work may shed more light on that is-
sue. The magnitude and form of the screening in the
rich �-electron systems of SWNTs also remain elusive.
Again, it is likely that simple bulk screening prescrip-
tions do not apply.

METHODS
In the calculations reported here, the LE and CT configura-

tions were mixed by extending the theory introduced by Har-
court et al.83 That is done by writing the Hamiltonian for a sys-
tem consisting of n subunits in the block-diagonal form:

H ) [ HLE HLE-CT

HCT-LE HCT
] (3)

The top-left block of eq 3 has dimension n and contains the
site energies of the LE configurations and the matrix elements be-
tween them. These matrix elements primarily involve the long-
range Coulomb interaction, VCoul. This Coulomb interaction is a
coupling between transition densities of the subunits. This interac-
tion is now well-understood and can be calculated accurately, as
described elsewhere.107–111 If the subunits are separated on the
length scale of chemical bonds, then orbital overlap effects impart
an important additional contribution to the electronic coupling
matrix elements within the LE block.45 The Frenkel exciton states

are obtained in the limit when these orbital overlap effects are neg-
ligible by diagonalizing just the HLE block.

The lower-right block of eq 3, HCT, has dimension (n2 � n)
and contains the energies of the CT configurationsOthese are a
function of the electron– hole separationOand the electronic
coupling matrix elements that transfer electrons and holes spa-
tially by the action of an electronic coupling known as the trans-
fer integral.83,112,113 Similar interactions mix the LE and CT
blocks. In the Wannier�Mott model, only the CT block needs to
be considered. The justification for neglecting the LE block is the
overwhelming number of CT configurations compared to LE
configurations, which will therefore dominate the eigenstate
composition when the subunits are closely spaced and strongly
interacting.

Spin-symmetry-adapted configuration state functions (CSFs)
�r are constructed on the basis of the diagrams shown in Fig-
ure 2 and are written in eqs 4a and 4b. These serve as basis con-
figurations to obtain the nanoscale exciton states.54,114 Each
CSF is an eigenfunction of the total spin operator S2, as implied
by the superscripts of S (singlet state with S � 0, Ms � 0) or T
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(triplet state with S � 1, Ms � 0). To consider relativistic effects
or fine structure such as zero-field splitting, all three triplet CSFs
should be considered. A bar over a spin-orbital indicates that it
contains an electron of spin �, while the unbarred spin-orbitals
contain an electron of spin �.

S,Tψr){LE} ≈ (|a1ā1a2ā2...aiāi
′...| ( |...a1ā1a2ā2...ai

′āi...|)⁄√2 (4a)

S,Tψr){CT} ≈ (|a1ā1...aiāj
′...ajāj...| ( |a1ā1...aj

′āj...ajāj...|)⁄√2 (4b)

It is noted that spin– orbit coupling is significant in certain
nanoscale systems, such as quantum dots. In that case the ap-
proach presented here can be appropriately modified.

The CSFs and the matrix elements were expanded up to
first order in overlap, yielding expressions for the singlet and trip-
let LE and CT site energies in terms of one-electron integrals
among localized orbitals, hab� �a|h|b�, and two-electron inte-
grals, (ab|cd) � �a(1)c(2)|1/r12|b(1)d(2)�. The result is

S,THLE(i,i) ≈ hi’i’(size) - hii(size) + (ai ’ ai ’ |aiai) - (aiai|aiai) ( J0
i - PLE

)ELE
i ( J0

i - PLE (5a)

S,THCT(i,j) ≈ hj’j’(size) - hii(size) + C0
j - Cij - PCT

)IPi - EAj - Cij - PCT (5b)

These diagonal energies are written relative to the ground-
state energy (E0). The (i,j) label on the left-hand side of the equa-
tions means that the hole is at site i and the electron is in the
conduction orbital at site j. The first terms on the right-hand side
are the effective one-electron energies, having the form Hi=i=(size)
� hai=ai= 	 2�j
i(ai=ai=|ajaj). The orbital energy differences are
raised by repulsions due to the presence of electrons on nearby
sites, hence providing the primary origin of quantum size effects.
That is, quantum size effects increase the zeroth-order energy
gaps (and thus the band gap) as the size of the system dimin-
ishes, which is indicated explicitly in eqs 5a and 5b by the nota-
tion “(size)”. That effect is well-known for molecules and various
nanoscale systems.2,79,115–117 Importantly, it is evident that the
primary quantum size effect is to increase the band gap (i.e., the
difference between ionization potential and electron affinity)
and, as a consequence, the exciton transition energy as seen in
the absorption spectrum. It should be noted that the energies of
unoccupied orbitals are highly overestimated by Hartree–Fock
calculations because the orbital energies are obtained on the ba-
sis of the effective field of the ground-state electronic configura-
tion. Thus, electron relaxation and correlation effects are ig-
nored, which are the same approximations assumed in
Koopmans’s theorem.118

The excitation energy, before singlet–triplet splitting, of site i
is written E0

i .The exchange integral J0
i � (ai=ai|aiai=) determines the

singlet–triplet splitting of site i in isolation. EAi and IPi designate
electron affinity and ionization potential of the subunit at site i, re-
spectively (defining the zeroth-order gap mentioned later). The re-
pulsion term C0

j � 2(aj=aj=|ajaj) � (aiai|aiai) � J0
j raises the energy

of the CT configuration to equal that of a free carrier state.74 The fi-
nal term in eq 5b, Cij � (aiai|aj=aj=) is the electron–hole attraction.
This term lowers the energy of each CT configuration according to
the electron–hole separation, yielding a Rydberg-like series of
zeroth-order energy levels. The polarization effects119 can be in-
cluded via the energy shift terms PLE and PCT.120

To obtain the nanoscale exciton states � in terms of the mix-
ing coefficients �r

�, the secular eqs 6 were solved,

∑
s

(Hrs - ERSrs)λs
R) 0 (6)

where the energies E� are defined relative to the ground-state
energy of the aggregate, E0, matrix elements are Hrs � ��s|H �
E0|�r� and the overlap integrals are Srs � ��s|�r�. Thus, the exciton

states of eq 7 are obtained as linear combinations of the LE and
CT configurations:

ΨR)∑
s

λs
Rψs (7)

Here we calculate the lowest singlet exciton manifold only.
Higher exciton states can be found by including more subunit or-
bitals in the construction of the CSFs, eqs 4a and 4b. Note that
the excited states obtained using eq 6 are equivalent to those
obtained by forming the molecular orbitals (Figure 2d) and then
undertaking a configuration interaction calculation using all
single excitations from the Hartree–Fock reference determi-
nant.121 Higher-order approximations can be built systemati-
cally into this model,122 and such electron correlation effects are
known to be important corrections to the basic theory.123

The transition dipole moment of eigenstate �� is the linear
combination

µ
f

0R)∑
s

λs
Rµ
f

0s (8)

where 	� 0s � –Sij	� 0j for the configuration s that consists of a hole
at site i and an electron at site j. The explicit dependence of this
quantity on the overlap integral Sij � �aj|ai� shows why
CTXsOthose states comprised primary of CT
configurationsOcarry negligible transition dipole strength
compared to Frenkel excitons. In Frenkel excitons, the electron
and hole are localized to the same subunits, so Sij � 1. As the
electron– hole separation increases in the set of CT
configurations, Sij diminishes exponentially. Similar arguments
confirm that the CTX states are not two-photon-allowed either.

The static dipole moment 	� � � �se(rj � ri)s(�s
�)2 of each ex-

cited state � in our model calculations for a homogeneous sys-
tem is zero owing to symmetry. However, an average electron–
hole pair separation, eq 9, can be defined for each eigenstate,
and this quantity signals the extent of CT character in that wave
function:

Re-h
R ≈∑

s

|(rj - ri)s|(λs
R)2 (9)

This quantity is not a definition of exciton size; rather, it indicates
the CT character of the density of states as a function of energy.
Exciton size, or coherence size, can be defined in a number of
different ways, including the inverse participation ratio, width of
the distribution of orbital coefficients in the wave function,
density matrix, or root-mean-square electron– hole
separation.47,124–127 Exciton size is not explicitly considered in
the present work.

Model example calculations based on this theory are re-
ported. Parameters were chosen to provide general insights
into the electronic structure of nanoscale excitons, rather than
attempting to model any specific systems. Note that quantita-
tive calculations of materials,128–134 like those for simple molec-
ular systems,135 require the application of much more sophisti-
cated methods. Spectra were calculated by assuming that each
exciton state is weakly coupled to a phonon bath that is repre-
sented as an overdamped Brownian oscillator.136 The tempera-
ture was set to 1 K.

Acknowledgment. The Natural Sciences and Engineering Re-
search Council of Canada is gratefully acknowledged for sup-
port of this research. I acknowledge the support of an E. W. R.
Steacie Memorial Fellowship and thank G. Rumbles for inspiring
discussions.

APPENDIX
It is clear that the theory developed in the Methods section

applies to molecular assemblies. Here it will be established how
that theory can also apply to bonded systems (molecular or
nanoscale) where the definition of distinct subunits, and hence
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LE configurations, is unclear. To see the connection, it is first nec-
essary to point out that the model described in Figure 2 is a
mixed molecular orbital (MO)�valence bond (VB) representa-
tion, because the LE configurations are drawn in the MO repre-
sentation. However, the model can be generalized for any sys-
tem by using a fully VB representation. To see how that works,
in this Appendix the VB description of excited states is discussed,
since this theory is not widely known.

Ab initio VB calculations provide useful insights into the rela-
tionship between charge-transfer configurations and electronic
excited states. Illustrative calculations of the ground and first ex-
cited singlet states of ethane (ground-state geometry) obtained
using an ab initio VB method137 and STO-6G basis set (with or-
bital exponents and hybridization independently optimized for
ground and excited states) will be summarized here. The results
of these four-electron calculations are part of a more detailed
study including all electrons and many more VB structures (G. D.
Scholes and R. D. Harcourt, unpublished). The 2pz orbital on
each carbon center forms the � bond, while an sp2 hybrid or-
bital on each center forms the � bond. The VB structures I�VI
in Chart 1 were explicitly considered. In Table 1, the
Chirgwin�Coulson weights obtained for each structure in the
ground- and excited-state wave functions are compared. Of
course, the �-bond (V) dominates the ground state, but notice
the general result that the ionic structures (I, II) dominate the first
excited state. Thus, in the VB picture, the locally excited state is
represented as a resonance between ionic configurations.

As the � system is extended, for example to 1,3-butadiene,73

it is found that nearest-neighbor CT (ionic) configurations domi-
nate the composition of the first excited state, while more sepa-
rated electron– hole pairs contribute with lower weight. This al-
lows the connection with the Hamiltonian of eq 3, such that the
resonance structures among nearest-neighbor CT configura-
tions can be collectively relabeled the LE configurations (since
they are the primary excited states), while the more extended CT
components of the wave function contribute to the CT block. De-
veloping this model in further detail will be the subject of fu-
ture work.
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